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# Cross-Validation and the Bootstrap

## The Validation Set Approach

library(ISLR2)

## Warning: package 'ISLR2' was built under R version 4.3.3

set.seed(1)  
train <- sample(392, 196)

Penjelasan: Training set dipilih secara acak sebanyak 196 observasi dari total 392 data.

lm.fit <- lm(mpg ~ horsepower, data = Auto, subset = train)

Penjelasan: Model regresi linear sederhana dibuat dengan horsepower sebagai prediktor untuk memprediksi mpg.

attach(Auto)  
mean((mpg - predict(lm.fit, Auto))[-train]^2)

## [1] 23.26601

Penjelasan: MSE dihitung untuk test set, yang mengukur seberapa baik model memprediksi mpg untuk data yang belum terlihat.

lm.fit2 <- lm(mpg ~ poly(horsepower, 2), data = Auto,   
 subset = train)  
mean((mpg - predict(lm.fit2, Auto))[-train]^2)

## [1] 18.71646

lm.fit3 <- lm(mpg ~ poly(horsepower, 3), data = Auto,   
 subset = train)  
mean((mpg - predict(lm.fit3, Auto))[-train]^2)

## [1] 18.79401

Penjelasan: Model polinomial mungkin memberikan MSE lebih kecil dibanding model linear, artinya model lebih cocok menangkap pola data. Perbandingan MSE antar model bisa membantu memilih model terbaik.

set.seed(2)  
train <- sample(392, 196)  
lm.fit <- lm(mpg ~ horsepower, subset = train)  
mean((mpg - predict(lm.fit, Auto))[-train]^2)

## [1] 25.72651

lm.fit2 <- lm(mpg ~ poly(horsepower, 2), data = Auto,   
 subset = train)  
mean((mpg - predict(lm.fit2, Auto))[-train]^2)

## [1] 20.43036

lm.fit3 <- lm(mpg ~ poly(horsepower, 3), data = Auto,   
 subset = train)  
mean((mpg - predict(lm.fit3, Auto))[-train]^2)

## [1] 20.38533

Penjelasan:

Hasilnya bisa berbeda karena pemilihan training set yang berbeda. Jika MSE polinomial tetap lebih rendah dari linear, ini memperkuat bahwa regresi polinomial lebih baik dalam menangkap pola hubungan antara horsepower dan mpg. Variasi MSE antar pemilihan training set menunjukkan bahwa model bisa dipengaruhi oleh pemilihan data training secara acak.

## Leave-One-Out Cross-Validation

glm.fit <- glm(mpg ~ horsepower, data = Auto)  
coef(glm.fit)

## (Intercept) horsepower   
## 39.9358610 -0.1578447

Penjelasan:

Model regresi linear dibuat untuk memprediksi mpg berdasarkan horsepower, dan hasilnya sama dengan model dari lm().

lm.fit <- lm(mpg ~ horsepower, data = Auto)  
coef(lm.fit)

## (Intercept) horsepower   
## 39.9358610 -0.1578447

Penjelasan:

Menggunakan glm() atau lm() untuk regresi linear tidak membuat perbedaan signifikan dalam konteks ini.

library(boot)  
glm.fit <- glm(mpg ~ horsepower, data = Auto)  
cv.err <- cv.glm(Auto, glm.fit)  
cv.err$delta

## [1] 24.23151 24.23114

Penjelasan:

LOOCV digunakan untuk mengukur akurasi model regresi. Hasilnya adalah MSE estimasi model pada data baru.

cv.error <- rep(0, 10)  
for (i in 1:10) {  
 glm.fit <- glm(mpg ~ poly(horsepower, i), data = Auto)  
 cv.error[i] <- cv.glm(Auto, glm.fit)$delta[1]  
}  
cv.error

## [1] 24.23151 19.24821 19.33498 19.42443 19.03321 18.97864 18.83305 18.96115  
## [9] 19.06863 19.49093

Penjelasan:

LOOCV digunakan untuk membandingkan model polinomial dari derajat 1 hingga 10. Jika MSE semakin kecil seiring bertambahnya derajat, model polinomial lebih baik dari model linear.

## -Fold Cross-Validation

set.seed(17)  
cv.error.10 <- rep(0, 10)  
for (i in 1:10) {  
 glm.fit <- glm(mpg ~ poly(horsepower, i), data = Auto)  
 cv.error.10[i] <- cv.glm(Auto, glm.fit, K = 10)$delta[1]  
}  
cv.error.10

## [1] 24.27207 19.26909 19.34805 19.29496 19.03198 18.89781 19.12061 19.14666  
## [9] 18.87013 20.95520

Penjelasan:

10-fold CV lebih efisien daripada LOOCV karena tidak perlu membangun model sebanyak jumlah data. Hasil MSE dibandingkan untuk menemukan model polinomial terbaik. Jika tren mirip dengan LOOCV, berarti model polinomial lebih cocok untuk data ini.

## The Bootstrap

### Estimating the Accuracy of a Statistic of Interest

alpha.fn <- function(data, index) {  
 X <- data$X[index]  
 Y <- data$Y[index]  
 (var(Y) - cov(X, Y)) / (var(X) + var(Y) - 2 \* cov(X, Y))  
}

Penjelasan:

Fungsi ini akan digunakan untuk melakukan bootstrap estimasi alpha dengan berbagai sampel dari dataset Portfolio.

alpha.fn(Portfolio, 1:100)

## [1] 0.5758321

Penjelasan:

Nilai alpha dihitung tanpa resampling, sehingga ini menjadi dasar perbandingan dengan metode bootstrap nanti.

set.seed(7)  
alpha.fn(Portfolio, sample(100, 100, replace = T))

## [1] 0.5385326

Penjelasan:

Bootstrap memungkinkan kita memperkirakan variabilitas alpha berdasarkan sampel yang berbeda-beda.

boot(Portfolio, alpha.fn, R = 1000)

##   
## ORDINARY NONPARAMETRIC BOOTSTRAP  
##   
##   
## Call:  
## boot(data = Portfolio, statistic = alpha.fn, R = 1000)  
##   
##   
## Bootstrap Statistics :  
## original bias std. error  
## t1\* 0.5758321 0.0007959475 0.08969074

Penjelasan:

Bootstrap digunakan untuk mengestimasi distribusi alpha, termasuk standar errornya.

### Estimating the Accuracy of a Linear Regression Model

boot.fn <- function(data, index)  
 coef(lm(mpg ~ horsepower, data = data, subset = index))  
boot.fn(Auto, 1:392)

## (Intercept) horsepower   
## 39.9358610 -0.1578447

Penjelasan:

Fungsi ini akan digunakan untuk melakukan bootstrap estimasi koefisien regresi linear.

set.seed(1)  
boot.fn(Auto, sample(392, 392, replace = T))

## (Intercept) horsepower   
## 40.3404517 -0.1634868

boot.fn(Auto, sample(392, 392, replace = T))

## (Intercept) horsepower   
## 40.1186906 -0.1577063

Penjelasan:

Bootstrap digunakan untuk memahami variabilitas koefisien regresi. Hasil koefisien bisa berbeda tiap iterasi, menunjukkan distribusi kemungkinan nilai koefisien.

boot(Auto, boot.fn, 1000)

##   
## ORDINARY NONPARAMETRIC BOOTSTRAP  
##   
##   
## Call:  
## boot(data = Auto, statistic = boot.fn, R = 1000)  
##   
##   
## Bootstrap Statistics :  
## original bias std. error  
## t1\* 39.9358610 0.0544513229 0.841289790  
## t2\* -0.1578447 -0.0006170901 0.007343073

Penjelasan:

Bootstrap memberikan distribusi yang lebih baik untuk koefisien regresi dibandingkan metode konvensional.

summary(lm(mpg ~ horsepower, data = Auto))$coef

## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) 39.9358610 0.717498656 55.65984 1.220362e-187  
## horsepower -0.1578447 0.006445501 -24.48914 7.031989e-81

Penjelasan:

Bootstrap memungkinkan perbandingan antara estimasi standar regresi dan distribusi bootstrap untuk mengukur ketidakpastian estimasi.

boot.fn <- function(data, index)  
 coef(  
 lm(mpg ~ horsepower + I(horsepower^2),   
 data = data, subset = index)  
 )  
set.seed(1)  
boot(Auto, boot.fn, 1000)

##   
## ORDINARY NONPARAMETRIC BOOTSTRAP  
##   
##   
## Call:  
## boot(data = Auto, statistic = boot.fn, R = 1000)  
##   
##   
## Bootstrap Statistics :  
## original bias std. error  
## t1\* 56.900099702 3.511640e-02 2.0300222526  
## t2\* -0.466189630 -7.080834e-04 0.0324241984  
## t3\* 0.001230536 2.840324e-06 0.0001172164

summary(  
 lm(mpg ~ horsepower + I(horsepower^2), data = Auto)  
 )$coef

## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) 56.900099702 1.8004268063 31.60367 1.740911e-109  
## horsepower -0.466189630 0.0311246171 -14.97816 2.289429e-40  
## I(horsepower^2) 0.001230536 0.0001220759 10.08009 2.196340e-21

Penjelasan:

Bootstrap memungkinkan estimasi lebih akurat untuk regresi polinomial dengan memperhitungkan ketidakpastian lebih baik dibandingkan metode konvensional. Jika hasil bootstrap mirip dengan regresi standar, berarti model stabil. Jika berbeda, berarti ada ketidakpastian tinggi dalam estimasi koefisien.

# Exercise

# *Nomor 5*

In Chapter 4, we used logistic regression to predict the probability of default using income and balance on the Default data set. We will now estimate the test error of this logistic regression model using the validation set approach. Do not forget to set a random seed before beginning your analysis.

1. Fit a logistic regression model that uses income and balance to predict default.

library(ISLR2)  
defult\_model <- glm(default ~ income + balance, data = Default, family = "binomial")

1. Using the validation set approach, estimate the test error of this model. In order to do this, you must perform the following steps:
   1. Split the sample set into a training set and a validation set.
   2. Fit a multiple logistic regression model using only the training observations.
   3. Obtain a prediction of default status for each individual in the validation set by computing the posterior probability of default for that individual, and classifying the individual to the default category if the posterior probability is greater than 0.5.
   4. Compute the validation set error, which is the fraction of the observations in the validation set that are misclassified.

set.seed(2)  
# i. Split the sample  
train\_index <- sample(nrow(Default), nrow(Default)/2)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
  
# ii. Fit a multiple logistic regression model  
model\_train <- glm(default ~ income + balance, data = train\_data, family = "binomial")  
  
# iii. Obtain a prediction of default status and classifying for each individual in the validation set  
prob\_predict <- predict(model\_train, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
  
# iv. Compute the validation set error  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 4819 101  
## Yes 18 62

(mean(class\_predict != valid\_data$default))

## [1] 0.0238

1. Repeat the process in (b) three times, using three different splits of the observations into a training set and a validation set. Comment on the results obtained.

# Pengulangan pertama  
set.seed(2)  
train\_index <- sample(nrow(Default), nrow(Default) \*0.8)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
model\_train\_d <- glm(default ~ income + balance, data = train\_data, family = "binomial")  
prob\_predict <- predict(model\_train\_d, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 1929 33  
## Yes 9 29

(mean(class\_predict != valid\_data$default))

## [1] 0.021

# Pengulangan kedua  
set.seed(2)  
train\_index <- sample(nrow(Default), nrow(Default) \*0.7)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
model\_train\_d <- glm(default ~ income + balance, data = train\_data, family = "binomial")  
prob\_predict <- predict(model\_train\_d, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 2894 53  
## Yes 11 42

(mean(class\_predict != valid\_data$default))

## [1] 0.02133333

# Pengulangan ketiga  
set.seed(2)  
train\_index <- sample(nrow(Default), nrow(Default) \*0.4)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
model\_train\_d <- glm(default ~ income + balance, data = train\_data, family = "binomial")  
prob\_predict <- predict(model\_train\_d, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 5782 130  
## Yes 19 69

(mean(class\_predict != valid\_data$default))

## [1] 0.02483333

Dengan menggunakan set.seed(2), proporsi menghasilkan validation error yang lebih kecil (%) dibanding proporsi (%) dan proporsi (%), bahkan proporsi pada soal (b) (%).

Dari sini saya bisa menyimpulkan:

1. Jika proporsi training set lebih besar, akan memungkinkan model lebih akurat karena lebih banyak data untuk di train. Namun, validation set yang terlalu kecil dapat membuat validation error menjadi kurang stabil akibat kurangnya data untuk divalidasi.
2. Jika proporsi training set lebih kecil, akan membuat model kurang stabil (underfitting) karena data untuk di-train-nya terbatas. Namun, validation set yang lebih besar akan membuat validation error menjadi lebih representatif terhadap populasi (distribusi datanya lebih mendekati distribusi populasi).

Bagaimana menentukan proporsi data yang tepat?

1. Training data > validation data (umum digunakan), dapat digunakan jika dataset kecil atau model yang kompleks. Karena butuh lebih banyak data untuk di train agar model lebih akurat, selain itu sedikit persentase validation data untuk dataset yang kecil sudah cukup untuk merepresentasikan populasi.
2. Training data < validation data, dapat digunakan jika dataset besar (misal 1 juta observasi) atau variasi data yang kompleks. Karena butuh lebih banyak data untuk validasi agar hasil evaluasi model lebih akurat, selain itu sedikit persentase training data untuk dataset yang besar sudah cukup besar untuk di train.
3. Bisa menggunakan tujuan pemodelan sebagai alasan membagi data. Jika tujuannya untuk generalisasi model, gunakan training data lebih besar. Jika tujuannya untuk evaluasi model (gunakan validation data lebih besar).
4. Now consider a logistic regression model that predicts the probability of default using income, balance, and a dummy variable for student. Estimate the test error for this model using the validation set approach. Comment on whether or not including a dummy variable for student leads to a reduction in the test error rate.

# Pengulangan pertama  
set.seed(2)  
train\_index <- sample(nrow(Default), nrow(Default) \*0.8)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
model\_train\_stu <- glm(default ~ income + balance + student, data = train\_data, family = "binomial")  
prob\_predict <- predict(model\_train\_stu, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 1928 35  
## Yes 10 27

(mean(class\_predict != valid\_data$default))

## [1] 0.0225

# Pengulangan kedua  
set.seed(2)  
train\_index <- sample(nrow(Default), nrow(Default) \*0.7)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
model\_train\_stu <- glm(default ~ income + balance + student, data = train\_data, family = "binomial")  
prob\_predict <- predict(model\_train\_stu, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 2894 57  
## Yes 11 38

(mean(class\_predict != valid\_data$default))

## [1] 0.02266667

# Pengulangan ketiga  
set.seed(2)  
train\_index <- sample(nrow(Default), nrow(Default) \*0.4)   
train\_data <- Default[train\_index, ]  
valid\_data <- Default[-train\_index, ]  
model\_train\_stu <- glm(default ~ income + balance + student, data = train\_data, family = "binomial")  
prob\_predict <- predict(model\_train\_stu, valid\_data, type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Yes", "No")  
(table(class\_predict, valid\_data$default))

##   
## class\_predict No Yes  
## No 5784 139  
## Yes 17 60

(mean(class\_predict != valid\_data$default))

## [1] 0.026

Bisa dilihat untuk semua proporsi data, validation error-nya meningkat dibanding yang tanpa variabel dummy student, hal ini mengindikasikan bahwa student tidak relevan karena model menjadi lebih kompleks namun tidak memberikan manfaat tambahan (overfitting).

# *Nomor 6*

We continue to consider the use of a logistic regression model to predict the probability of default using income and balance on the Default data set. In particular, we will now compute estimates for the standard errors of the income and balance logistic regression coefficients in two different ways: (1) using the bootstrap, and (2) using the standard formula for computing the standard errors in the glm() function. Do not forget to set a random seed before beginning your analysis.

1. Using the summary() and glm() functions, determine the estimated standard errors for the coefficients associated with income and balance in a multiple logistic regression model that uses both predictors.

library(ISLR2)  
set.seed(3)  
model\_6 <- glm(default ~ income + balance, data = Default, family = binomial)  
summary(model\_6)

##   
## Call:  
## glm(formula = default ~ income + balance, family = binomial,   
## data = Default)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.154e+01 4.348e-01 -26.545 < 2e-16 \*\*\*  
## income 2.081e-05 4.985e-06 4.174 2.99e-05 \*\*\*  
## balance 5.647e-03 2.274e-04 24.836 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1579.0 on 9997 degrees of freedom  
## AIC: 1585  
##   
## Number of Fisher Scoring iterations: 8

Didapat dengan standard error-nya dan dengan standard error-nya

1. Write a function, boot.fn(), that takes as input the Default data set as well as an index of the observations, and that outputs the coefficient estimates for income and balance in the multiple logistic regression model.

boot.fn <- function(data, index) {  
 model <- glm(default ~ income + balance, data = data[index, ], family = 'binomial')  
 return(coef(model)[2:3])  
}

1. Use the boot() function together with your boot.fn() function to estimate the standard errors of the logistic regression coefficients for income and balance.

library(boot)  
set.seed(3)  
(hasil\_bootstrap <- boot(data = Default, statistic = boot.fn, R = 1000))

##   
## ORDINARY NONPARAMETRIC BOOTSTRAP  
##   
##   
## Call:  
## boot(data = Default, statistic = boot.fn, R = 1000)  
##   
##   
## Bootstrap Statistics :  
## original bias std. error  
## t1\* 2.080898e-05 2.058964e-07 4.857844e-06  
## t2\* 5.647103e-03 1.968308e-05 2.310337e-04

1. Comment on the estimated standard errors obtained using the glm() function and using your bootstrap function.

Output dari summary(model\_6) pada bagian (a) memberikan standard error berdasarkan metode formula bawaan dari regresi logistik (glm()). Sementara output dari boot() pada bagian (c) memberikan standard error berdasarkan metode bootstrap, yang menghitung variasi.

Dengan metode bootstrap didapat dengan standard error-nya dan dengan standard error-nya .

Standard error berdasarkan metode bootstrap sedikit lebih besar dari standard error berdasarkan metode formula bawaan, hal ini karena metode bootstrap lebih sensitif terhadap variasi data.

# *Nomor 7*

In Sections 5.3.2 and 5.3.3, we saw that the cv.glm() function can be used in order to compute the LOOCV test error estimate. Alternatively, one could compute those quantities using just the glm() and predict.glm() functions, and a for loop. You will now take this approach in order to compute the LOOCV error for a simple logistic regression model on the Weekly data set. Recall that in the context of classification problems, the LOOCV error is given in (5.4).

1. Fit a logistic regression model that predicts Direction using Lag1 and Lag2.

library(ISLR2)  
data(Weekly)  
model\_7a <- glm(Direction ~ Lag1 + Lag2, data = Weekly, family = 'binomial')  
summary(model\_7a)

##   
## Call:  
## glm(formula = Direction ~ Lag1 + Lag2, family = "binomial", data = Weekly)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.22122 0.06147 3.599 0.000319 \*\*\*  
## Lag1 -0.03872 0.02622 -1.477 0.139672   
## Lag2 0.06025 0.02655 2.270 0.023232 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1496.2 on 1088 degrees of freedom  
## Residual deviance: 1488.2 on 1086 degrees of freedom  
## AIC: 1494.2  
##   
## Number of Fisher Scoring iterations: 4

1. Fit a logistic regression model that predicts Direction using Lag1 and Lag2 *using all but the first observation*.

model\_7b <- glm(Direction ~ Lag1 + Lag2, data = Weekly[-1, ], family = 'binomial')  
summary(model\_7b)

##   
## Call:  
## glm(formula = Direction ~ Lag1 + Lag2, family = "binomial", data = Weekly[-1,   
## ])  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.22324 0.06150 3.630 0.000283 \*\*\*  
## Lag1 -0.03843 0.02622 -1.466 0.142683   
## Lag2 0.06085 0.02656 2.291 0.021971 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1494.6 on 1087 degrees of freedom  
## Residual deviance: 1486.5 on 1085 degrees of freedom  
## AIC: 1492.5  
##   
## Number of Fisher Scoring iterations: 4

1. Use the model from (b) to predict the direction of the first observation. You can do this by predicting that the first observation will go up if Direction="Up" | Lag1 , Lag2. Was this observation correctly classified?

prob\_predict <- predict(model\_7b, Weekly[1,], type = "response")  
class\_predict <- ifelse(prob\_predict > 0.5, "Up", "Down")  
  
cat("Prediksi:\n")

## Prediksi:

class\_predict

## 1   
## "Up"

cat("\nYang benar:\n")

##   
## Yang benar:

Weekly$Direction[1]

## [1] Down  
## Levels: Down Up

Prediksinya salah, data Direction pada observasi pertama seharusnya “Down”, namun hasil prediksinya “Up”.

1. Write a for loop from to , where is the number of observations in the data set, that performs each of the following steps:
   1. Fit a logistic regression model using all but the th observation to predict Direction using Lag1 and Lag2 .
   2. Compute the posterior probability of the market moving up for the th observation.
   3. Use the posterior probability for the th observation in order to predict whether or not the market moves up.
   4. Determine whether or not an error was made in predicting the direction for the th observation. If an error was made, then indicate this as a 1, and otherwise indicate it as a 0.

error <- numeric(nrow(Weekly))  
for (i in 1:nrow(Weekly)) {  
 model <- glm(Direction ~ Lag1 + Lag2, data = Weekly[-i, ], family = "binomial")  
 pred <- predict(model, Weekly[i, ], type = "response")  
 class <- ifelse(pred > 0.5, "Up", "Down")  
 error[i] <- ifelse(class != Weekly$Direction[i], 1, 0)  
}

1. Take the average of the numbers obtained in (d) in order to obtain the LOOCV estimate for the test error. Comment on the results.

loocv\_error <- mean(error)  
cat("LOOCV Test Error:", loocv\_error, "\n")

## LOOCV Test Error: 0.4499541

LOOCV Test Error sekitar % yang mengindikasikan bahwa prediksi mungkin akan sedikit lebih sering benar daripada salah, tapi memang tidak menutup fakta bahwa kemungkinan salahnya pun besar.

# *Nomor 8*

We will now perform cross-validation on a simulated data set.

1. Generate a simulated data set. In this data set, what is and what is ? Write out the model used to generate the data in equation form.

set.seed(1)  
x <- rnorm(100)  
y <- x - 2 \* x^2 + rnorm(100)  
n <- length(x) # n = 100  
p <- 1  
cat("Jumlah observasi (n):", n, "\n")

## Jumlah observasi (n): 100

cat("Jumlah prediktor (p):", p, "\n")

## Jumlah prediktor (p): 1

Model matematis: , di mana ~ N(0, 1)

1. Create a scatterplot of against . Comment on what you find.

plot(x, y, main = "Scatterplot X vs Y", xlab = "X", ylab = "Y", pch = 16, col = "black")  
abline(lm(y ~ x), col = "red", lwd = 2)

![](data:image/png;base64,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)

Scatterplot menunjukkan hubungan non-linear antara x dan y. Secara visual, terlihat bahwa y memiliki pola kuadratik terhadap x.

1. Set a random seed, and then compute the Leave-One-Out Cross-Validation (LOOCV) errors that result from fitting the following four models using least squares:
   1. .

Note you may find it helpful to use the data.frame() function to create a single data set containing both and .

data <- data.frame(x = x, y = y)  
  
loocv\_error <- function(degree) {  
 errors <- rep(0, n)  
 for (i in 1:n) {  
 train\_data <- data[-i, ]  
 test\_data <- data[i, ]  
 model <- lm(y ~ poly(x, degree), data = train\_data)  
 pred <- predict(model, newdata = test\_data)  
 errors[i] <- (pred - test\_data$y)^2  
 }  
 return(mean(errors))  
}  
  
set.seed(1)  
loocv\_1 <- loocv\_error(1)   
loocv\_2 <- loocv\_error(2)  
loocv\_3 <- loocv\_error(3)  
loocv\_4 <- loocv\_error(4)  
  
cat("LOOCV Error Linear:", loocv\_1, "\n")

## LOOCV Error Linear: 7.288162

cat("LOOCV Error Kuadratik:", loocv\_2, "\n")

## LOOCV Error Kuadratik: 0.9374236

cat("LOOCV Error Kubi:", loocv\_3, "\n")

## LOOCV Error Kubi: 0.9566218

cat("LOOCV Error Kuartik:", loocv\_4, "\n")

## LOOCV Error Kuartik: 0.9539049

1. Repeat (c) using another random seed, and report your results. Are your results the same as what you got in (c)? Why?

set.seed(2)  
loocv\_1\_d <- loocv\_error(1)  
loocv\_2\_d <- loocv\_error(2)  
loocv\_3\_d <- loocv\_error(3)  
loocv\_4\_d <- loocv\_error(4)  
  
cat("Hasil LOOCV dengan seed berbeda:\n")

## Hasil LOOCV dengan seed berbeda:

cat("LOOCV Error Linear:", loocv\_1, "\n")

## LOOCV Error Linear: 7.288162

cat("LOOCV Error Kuadratik:", loocv\_2, "\n")

## LOOCV Error Kuadratik: 0.9374236

cat("LOOCV Error Kubik:", loocv\_3, "\n")

## LOOCV Error Kubik: 0.9566218

cat("LOOCV Error Kuartik:", loocv\_4, "\n")

## LOOCV Error Kuartik: 0.9539049

Hasil LOOCV error kemungkinan sama, karena LOOCV tidak bergantung pada pengacakan subset seperti metode k-fold.

1. Which of the models in (c) had the smallest LOOCV error? Is this what you expected? Explain your answer.

Model linear (derajat 1) memiliki error lebih tinggi karena tidak mampu menggambarkan hubungan non-linear yang jelas dalam data.

Model kubik (derajat 3) dan kuartik (derajat 4) dapat memiliki error yang lebih rendah dibandingkan model linear, tetapi mungkin tidak jauh lebih baik dari model kuadratik. Sehingga model kuadratik (derajat 2) memiliki LOOCV error terkecil.

Ini sesuai ekspektasi, karena model yang sebenarnya digunakan untuk mensimulasikan data adalah kuadratik.

1. Comment on the statistical significance of the coefficient estimates that results from fitting each of the models in (c) using least squares. Do these results agree with the conclusions drawn based on the cross-validation results?

model\_8f\_1 <- lm(y ~ poly(x, 1), data = data)   
model\_8f\_2 <- lm(y ~ poly(x, 2), data = data)   
model\_8f\_3 <- lm(y ~ poly(x, 3), data = data)   
model\_8f\_4 <- lm(y ~ poly(x, 4), data = data)  
  
summary(model\_8f\_1)

##   
## Call:  
## lm(formula = y ~ poly(x, 1), data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.5161 -0.6800 0.6812 1.5491 3.8183   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.550 0.260 -5.961 3.95e-08 \*\*\*  
## poly(x, 1) 6.189 2.600 2.380 0.0192 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.6 on 98 degrees of freedom  
## Multiple R-squared: 0.05465, Adjusted R-squared: 0.045   
## F-statistic: 5.665 on 1 and 98 DF, p-value: 0.01924

summary(model\_8f\_2)

##   
## Call:  
## lm(formula = y ~ poly(x, 2), data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.9650 -0.6254 -0.1288 0.5803 2.2700   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.5500 0.0958 -16.18 < 2e-16 \*\*\*  
## poly(x, 2)1 6.1888 0.9580 6.46 4.18e-09 \*\*\*  
## poly(x, 2)2 -23.9483 0.9580 -25.00 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.958 on 97 degrees of freedom  
## Multiple R-squared: 0.873, Adjusted R-squared: 0.8704   
## F-statistic: 333.3 on 2 and 97 DF, p-value: < 2.2e-16

summary(model\_8f\_3)

##   
## Call:  
## lm(formula = y ~ poly(x, 3), data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.9765 -0.6302 -0.1227 0.5545 2.2843   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.55002 0.09626 -16.102 < 2e-16 \*\*\*  
## poly(x, 3)1 6.18883 0.96263 6.429 4.97e-09 \*\*\*  
## poly(x, 3)2 -23.94830 0.96263 -24.878 < 2e-16 \*\*\*  
## poly(x, 3)3 0.26411 0.96263 0.274 0.784   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.9626 on 96 degrees of freedom  
## Multiple R-squared: 0.8731, Adjusted R-squared: 0.8691   
## F-statistic: 220.1 on 3 and 96 DF, p-value: < 2.2e-16

summary(model\_8f\_4)

##   
## Call:  
## lm(formula = y ~ poly(x, 4), data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.0550 -0.6212 -0.1567 0.5952 2.2267   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.55002 0.09591 -16.162 < 2e-16 \*\*\*  
## poly(x, 4)1 6.18883 0.95905 6.453 4.59e-09 \*\*\*  
## poly(x, 4)2 -23.94830 0.95905 -24.971 < 2e-16 \*\*\*  
## poly(x, 4)3 0.26411 0.95905 0.275 0.784   
## poly(x, 4)4 1.25710 0.95905 1.311 0.193   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.9591 on 95 degrees of freedom  
## Multiple R-squared: 0.8753, Adjusted R-squared: 0.8701   
## F-statistic: 166.7 on 4 and 95 DF, p-value: < 2.2e-16

Koefisien Signifikan (p-value < 0.05): Model Linear: signifikan namun kurang kuat Model Kuadratik: semua koefisien sangat signifikan Model Kubik: ada koefisien yang tidak signifikan Model Kuartik: ada koefisien yang tidak signifikan

Jika digabungkan dengan hasil LOOCV Error setiap model, dapat disimpulkan bahwa model kuadratik kemungkinan besar optimal, dengan koefisien yang signifikan dan LOOCV error yang rendah. Meski model kubik dan kuartik memiliki LOOCV error yang cukup rendah juga, namun dua model ini memiliki koefisien yang tidak signifikan, sehingga menunjukkan bahwa terjadi overfitting.

# *Nomor 9*

We will now consider the Boston housing data set, from the ISLR2 library.

1. Based on this data set, provide an estimate for the population mean of medv. Call this estimate .

library(ISLR2)  
data("Boston")  
mean\_medv <- mean(Boston$medv)  
cat("Rata-rata populasi (µ̂):", mean\_medv, "\n")

## Rata-rata populasi (µ̂): 22.53281

1. Provide an estimate of the standard error of . Interpret this result.

*Hint: We can compute the standard error of the sample mean by dividing the sample standard deviation by the square root of the number of observations.*

se\_mean <- sd(Boston$medv) / sqrt(length(Boston$medv))  
cat("SE mean:", se\_mean, "\n")

## SE mean: 0.4088611

1. Now estimate the standard error of using the bootstrap. How does this compare to your answer from (b)?

set.seed(4)  
bootstrap\_means <- replicate(1000, mean(sample(Boston$medv, length(Boston$medv), replace = TRUE)))  
se\_mean\_bootstrap <- sd(bootstrap\_means)  
cat("SE mean (Bootstrap):", se\_mean\_bootstrap, "\n")

## SE mean (Bootstrap): 0.4069406

Standard error menggunakan bootstrap adalah 0.4069406. Nilai ini sangat dekat dengan standard error yang didapat dari formula soal (b) yaitu 0.4088611. Standard error dari bootstrap biasanya lebih akurat karena memperhitungkan variasi distribusi data secara empiris.

1. Based on your bootstrap estimate from (c), provide a 95% confidence interval for the mean of medv. Compare it to the results obtained using t.test(Boston$medv).

*Hint: You can approximate a 95% confidence interval using the formula*

ci\_bootstrap <- c(mean\_medv - 2 \* se\_mean\_bootstrap, mean\_medv + 2 \* se\_mean\_bootstrap)  
cat("95% CI (Bootstrap):", ci\_bootstrap, "\n")

## 95% CI (Bootstrap): 21.71893 23.34669

hasil\_t\_test <- t.test(Boston$medv)  
cat("95% CI (t-test):", hasil\_t\_test$conf.int, "\n")

## 95% CI (t-test): 21.72953 23.33608

1. Based on this data set, provide an estimate, , for the median value of medv in the population.

median\_medv <- median(Boston$medv)  
cat("Median populasi (µ̂med):", median\_medv, "\n")

## Median populasi (µ̂med): 21.2

1. We now would like to estimate the standard error of . Unfortunately, there is no simple formula for computing the standard error of the median. Instead, estimate the standard error of the median using the bootstrap. Comment on your findings.

set.seed(4)  
bootstrap\_medians <- replicate(1000, median(sample(Boston$medv, length(Boston$medv), replace = TRUE)))  
se\_median\_bootstrap <- sd(bootstrap\_medians)  
cat("SE Median (Bootstrap):", se\_median\_bootstrap, "\n")

## SE Median (Bootstrap): 0.3749919

Estimasi standard error median adalah 0.3749919, ini lebih kecil dibanding standard error mean (0.4069406).

1. Based on this data set, provide an estimate for the tenth percentile of medv in Boston census tracts. Call this quantity . (You can use the quantile() function.)

persentil\_10 <- quantile(Boston$medv, 0.1)  
cat("Persentil ke-10 (µ̂0.1):", persentil\_10, "\n")

## Persentil ke-10 (µ̂0.1): 12.75

1. Use the bootstrap to estimate the standard error of . Comment on your findings.

set.seed(4)  
bootstrap\_percentile\_10 <- replicate(1000, quantile(sample(Boston$medv, length(Boston$medv), replace = TRUE), 0.1))  
se\_percentile\_10 <- sd(bootstrap\_percentile\_10)  
cat("SE Percentile ke-10 (Bootstrap):", se\_percentile\_10, "\n")

## SE Percentile ke-10 (Bootstrap): 0.4900443

Kita dapatkan standard error = 0.4900443, ini lebih besar dibanding standard error median (0.3749919).